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1. To develop 1-D and 2-D Lagrangian interpolation algorithms

2. To analyze the theoretical parallel scalability of both algorithms

3. To implement the 1-D algorithm and analyze the experimental scalability

INTERPOLANTS

1-D:

2-D:

𝑄1 = 𝑂(𝑚𝑛)

𝑄1 = 𝑂(𝑚2𝑛2)

• Continuous first derivative enforced between 
elements using 𝑂 ℎ4 accurate finite difference 
formula

• Error norm of solution vector ~10−14 for serial and 
parallel implementations

FEATURES

COST AND SCALABILITY ANALYSIS

Initialize empty matrix 𝐹 of element size 𝐿 × 𝐿

Determine basis points 𝑥0, … , 𝑥𝑛−1 and 𝑦0, … , 𝑦𝑛−1
Determine evaluation points 𝑋0, … , 𝑋𝐿−1 𝑌0, … , 𝑌𝐿−1 and near-boundary step size

𝐹 = lagrange(𝑓, 𝑥, 𝑦, 𝑋, 𝑌) # call interpolation function  

if 𝑖 < 𝑝 − 𝑝 − 1:  send 𝐹 𝐗, 𝑌𝐿−3 , 𝐹 𝐗, 𝑌𝐿−2 , 𝐹 𝐗, 𝑌𝐿−1 to 𝑖 + 𝑝

if 𝑖 > 𝑝 − 1: send 𝐹 𝐗, 𝑌0 , 𝐹 𝐗, 𝑌1 , 𝐹 𝐗, 𝑌2 to 𝑖 − 𝑝

if 𝑖 ≠ 𝑛 𝑝 − 1 for 𝑛 = 1, … 𝑝: send 𝐹 𝑋𝐿−3, 𝐘 , 𝐹 𝑋𝐿−2, 𝐘 , 𝐹 𝑋𝐿−1, 𝐘 to 𝑖 + 1

if 𝑖 ≠ 𝑛 𝑝 for 𝑛 = 0,… , 𝑝 − 1: send 𝐹 𝑋0, 𝐘 , 𝐹 𝑋1, 𝐘 , 𝐹 𝑋2, 𝐘 to 𝑖 − 1

if 𝑖 > 𝑝 − 1: recv 𝐹 𝐗, 𝑌𝐿 , 𝐹 𝐗, 𝑌𝐿+1 , 𝐹 𝐗, 𝑌𝐿+2 from 𝑖 − 𝑝

if 𝑖 < 𝑝 − 𝑝 − 1: recv 𝐹 𝐗, 𝑌−3 , 𝐹 𝐗, 𝑌−2 , 𝐹 𝐗, 𝑌−1 from 𝑖 + 𝑝

if 𝑖 ≠ 𝑛 𝑝 for 𝑛 = 0,… , 𝑝 − 1: recv 𝐹 𝑋−3, 𝐘 , 𝐹 𝑋−2, 𝐘 , 𝐹 𝑋−1, 𝐘 from 𝑖 − 1

if 𝑖 ≠ 𝑛 𝑝 − 1 for 𝑛 = 1, … 𝑝: recv 𝐹 𝑋𝐿, 𝐘 , 𝐹 𝑋𝐿+1, 𝐘 , 𝐹 𝑋𝐿+2, 𝐘 from 𝑖 + 1

if 𝑖 < 𝑝 − 𝑝 − 1:  

enforce continuous first derivative condition and update 𝐹 𝐗, 𝑌𝐿−1
if 𝑖 > 𝑝 − 1:

enforce continuous first derivative condition and update 𝐹 𝐗, 𝑌0
if 𝑖 ≠ 𝑛 𝑝 − 1 for 𝑛 = 1, … 𝑝:  

enforce continuous first derivative condition and update 𝐹 𝑋0, 𝐘

if 𝑖 ≠ 𝑛 𝑝 for 𝑛 = 0,… , 𝑝 − 1:

enforce continuous first derivative condition and update 𝐹 𝑋𝐿−1, 𝐘

𝐹𝑡𝑜𝑡𝑎𝑙 = gather(𝐹) # compile local results
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COST AND SCALABILITY ANALYSIS
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Strong Scaling: 

Weak Scaling: 

• Maximum of 4 messages sent in the 5-point stencil.  Each pair of simultaneous messages contains 6𝑚/ 𝑝 words.
• Weak and strong scaling properties carry over from 1-D to 2-D algorithm.

OBJECTIVES

1. Developed 1-D and 2-D Lagrangian interpolation algorithms.

Central difference formula was used to ensure a continuous first derivative between elements.

Elements of size 𝑚 or 𝑚 ×𝑚 were interpolated from 𝑛𝑡ℎ order polynomials.

2. Analyzed the theoretical parallel scalability of both algorithms.

Both algorithms are strongly scalable to a finite number of processors.
Both algorithms are unconditionally weakly scalable.

3. Implemented the 1-D algorithm and analyze the experimental scalability.

Unconditional weak scalability was verified experimentally.
Finite strong scalability was verified experimentally.
Error for serial and parallel implementation was consistent.


